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Abstract

When a disaster happens in an area where people live in and there are victims at there, a rescue team
is organized and sent to save the victims. Traditionally, the rescue parties run a risk of their own lives
to save them. We believe that recent progress of robotics technologies and networking technologies can
help the situation. We propose the idea of the autonomous network construction system and the remote
investigation system of the disaster area by robots. In this paper, we propose a new research area for the
dynamically extended and autonomously maintained network by robots. We define the disaster situation
assumed in this area and state the requirements to realize the solution for the new kind of network.

1 Introduction

The primary purpose of rescue activities at the area
stricken by a disaster is to save victims left behind
or unable to evacuate because of collapsed houses or
fire caused by the disaster. Since such a stricken area
is usually in danger, especially just after the disaster,
we have to be careful not to cause secondary disasters
when we perform rescue activities. In addition to
natural disaster, we are in risks of artificial disasters
like terrorism recently. In such cases, poisoned gas
or bombs may be spread over the area and would be
immediate causes of serious injuries on rescuers.

One possible way to avoid the secondary disaster
is to send rescue robots instead of human parties.
Rescue robots inspect the disaster area and collect
information necessary for the later human rescue ac-
tivities. By using such robots, rescuers can reduce the
cost to search areas no victims exist and can avoid
too dangerous areas for human rescuers. Many labo-
ratories are researching such rescue robots [1].

However, operators still have to go to the disas-
ter area with robots because most of them are short
range remote controlled robots and operators have to
control robots beside or very near from them. Since

the current robot control methods are with direct
communication devices such as a wired line or a sin-
gle wireless connection only, operators cannot control
robots from a distant place yet.

We think that combining the robotics technolo-
gies and networking technologies we can provide a
safer way to do rescue activities. If we have a net-
work that covers whole the disaster stricken area, we
can use the network to support robot operation with
no need of operators to run a risk to get into the
area. This raises one question to us; how we can
create such a network in the stricken area. If the
rescue area is outdoor, then we may be able to uti-
lize wide-area wireless communication technologies to
construct that kind of network. However if the disas-
ter occurs indoor such as airports, underground shop-
ping centers or stations, it is difficult to use wide-area
communication devices. These areas are usually com-
plicated in shapes and radio wave cannot cover whole
the area because they are divided by walls or obsta-
cles. In such cases, we can use robots not only to
inspect disaster areas but also to construct the net-
work for rescue. We can extend the search area by
enlarging the network by using the network itself and
robots.



In this paper, we propose the requirements for
this kind of dynamic self-extendable network using
robots. We call such a type of network as “Robohoc
network”. Section 2 shows the basic idea of how we
can construct and extend the Robohoc network. Sec-
tion 3 discusses disaster situations and use cases of
the Robohoc network, then defines requirements for
the Robohoc network. Section 4 introduces some re-
lated works on this area and Section 5 concludes this

paper.

2 Robohoc Network Construc-
tion Scenario

The Robohoc network is required because the target
area where victims exist may be dangerous for hu-
man. Before sending a human rescue team, we need
to examine the target area and collect information
with robots using the Robohoc network.

With the Robohoc network, operators can initiate
the rescue activity in the nearest safer place from the
disaster stricken area. Robots and router nodes are
launched from this base control point. In this pa-
per we call the router node that constructs a Robo-
hoc network as “Robohoc-Router (RHR)” and call
the base control point as “Point Zero”. Robots are
connected to the Robohoc network via wireless com-
munication between a robot and the nearest RHR.
Figure 1 describes the initial status of the Robo-
hoc network. In the initial state, there are only one
RHR (RHR1) and one robot (Robotl). RHR1 is lo-
cated at the Point Zero and Robot1 can move only in-
side the wireless communication range of the RHR1.

Robotl will explore unexamined areas within the
wireless access range to collect information of the
neighbor area. For example, it checks the radio power
of the RHR1 or existence of obstacles such as walls
and doors. Operators can plan the following strategy
of how to extend the Robohoc network efficiently.
In some cases, Robotl may be able to decide au-
tonomously what it should do to extend the network.

Based on the decision of the operators and robots,
the Robohoc network is extended by Robot1. Robot1
puts another RHR (RHR2) at the boundary of the
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Figure 1: The initial Robohoc network topology.

wireless network range of RHR1 (Figure 2). RHR1
and RHR2 communicate each other and extend the
Robohoc network. At this point, the Robohoc net-
work includes two RHRs (RHR1 and RHR2) and one
robot (Robotl).

Figure 2: The second level rescue network topology.

Robotl changes its attachment point to the Robo-
hoc network from RHR1 to RHR2 and puts another
RHR to extend the Robohoc network and so forth.



Figure 3 shows the fully expanded Robohoc network Robohoc network, most of the routers (RHRs) do not

that can cover the whole disaster stricken area.
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Figure 3: The fully expanded Robohoc network
topology of this scenario.

Routing information in the Robohoc network is
maintained by the extended IP routing protocols (for
example, [2], [3], [4], [5], [6]). Thanks to the nature
of the Internet constructed by autonomous systems
and maintained with distributed processing methods,
we can easily add a new access point to the existing
network and can extend the infrastructure. What is
important here is the robot activities also depend the
network that is constructed by them.

The network construction scenario is similar to
that of the mobile adhoc network (MANET). How-
ever the property of the Robohoc network is quite
different from that of the MANET network. In the

move. The main purpose of the Robohoc network is
to provide the network infrastructure to the rescue
robots. The RHRs are usually placed statically. The
benefit of this approach is that the connectivity be-
tween RHRs is stabler than the MANET case that
frequently changes the neighboring routers. We can
achieve stable network delay and jitter and character-
istics will provide less possibility of topology change
events and more end-to-end bandwidth. Of course,
we may need to relocate RHRs to fix the network, e.g.
when a secondary disaster breaks some of core RHRs
(see Section 3.3, 3.6 and 3.10). To make the Robo-
hoc network robust, we have to have some moving
RHRs in the Robohoc network. The proportion of
the number of RHRs that can move out of all RHRs
depends on the possibility of the network failure. We

need more practice on how we can define the proper
value.
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Figure 4: Concurrent search and expansion with mul-
tiple robots.

The number of robots is not restricted in this mech-
anism. Operators can launch any number of robots



to extend a Robohoc network quickly, or to search
victims in a wider area. Figure 4 shows an example
topology for wider operation. In Figure 4, there are
four concurrently operated robots. Two of them are
extending the Robohoc network to reach frontier ar-
eas and the rest are looking for victims or examining
the target area to collect information. The collected
information is delivered to the rescue team via the
network and they will use it for further rescue ac-
tions.

After the rescuers get enough information from the
robots, they can go to save victims with detailed in-
formation of the stricken area collected by the robots
and it will make them safer than they go to there
without any information.

The constructed Robohoc network is also useful
during the rescue activities by human teams. For ex-
ample, it can be used as a communication channel
between teams, in the case that the existing com-
munication infrastructure is damaged in a disaster
situation. In addition, resident people may use the
Robohoc network in a recovery period from the dis-
aster as an alternative communication method until
a more stable communication infrastructure becomes
available.

3 Use Cases and Requirements

In this section, we describe properties of the Robohoc
network constructed as discussed in Section 2.
Before defining requirements for the Robohoc net-
work, we have to understand the assumed disaster
situation and its base requirements. The disaster we
assume is the urban disaster. For example, the cases
that a big earthquake hits a city or an explosion acci-
dent. In these situations we have to explore collapsed
buildings or underground stations where many par-
titioning walls and collapsed obstacles are there. We
cannot assume that a wide-range wireless communi-
cation device can be used in such a situation. We
need to construct the network as a set of small wire-
less cells. When defining the size of the disaster area,
we referred to the Yaesu underground shopping mall
(about 73,000m?), that is one of famous underground
shopping malls in Japan. The size fits most of the in-

house disaster situation.

There are requirements those come from robot op-
eration technologies too. The network delay gives a
serious impact to a robot operator. The well known
fact is that 1-second delay is the maximum delay to
operate robots in real-time. If the delay is more than
that, the real-time control becomes unrealistic but
as long as the robot know the surrounding environ-
ment and the network assures the fixed delay and
jitter, the operator can still control the robot using
the predictive control mechanism. Thus, robots need
to have some interface to know the current environ-
ment (such as geographical information or building
map information provided from the operator) and
the network have to provide stable communication
between robots and the operator.

3.1 RHR Distribution Property

We assume the Robohoc network constructed area
is disaster stricken. Victims are usually isolated in
broken houses/buildings or underground structures
like underground shopping centers or subway sta-
tions. There should be many walls or objects broken
by the disaster and inside aisles are not wide. For
these reasons, access point routers cannot be located
uniformly. Figure 5 illustrates the situation. When
there are many obstacles between the Point Zero and
the target area, the density and the path length be-
tween nodes will have big deviation.

3.2 Communication Distance

The size of the disaster stricken area is usually un-
known until the initial exploration completed. The
distance between Point Zero and robots may vary
from a few dozens of meters to a few kilometers.
Moreover, this parameter depends on the disaster
level. For a small size disaster, such as a fire accident
or explosion in a building, the distance would be a
few dozens meters to a few hundreds meters. For a
large disaster, like an earthquake in the metropoli-
tan area, the collapsed area may spread a few dozens
kilometers or more. We assume the distance between
teleoperators and robots will be from a few hundreds
meters to about 1 kilometer, because the exploration
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Figure 5: The network nodes cannot be located uni-
formly.

area can be divided into small pieces even in a large-
scale disaster.

3.3 Network Partitioning

When exploring the stricken area, we may face subse-
quent unexpected accidents. A RHR may stop work-
ing in the middle of an operation, or it may be bro-
ken by an object fallen onto it since the surround-
ing environment is still unstable. In such cases, the
constructed Robohoc network may divide into two or
more sub-networks. The Robohoc network must have
a property to recover from unexpected partitioning.

3.4 Real-time Robot Control

In the teleoperation situation, quality requirements
to the network vary depending on the control theory
of the system including robots, controller and tele-
operators. Moreover, the system designer should se-
lect the appropriate control theory according to the
amount of network delay.

Generally some kind of compensation mechanism
is required in the long latency environment, because
the more the latency of network communication in-
creases, the more the difficulty of teleoperation grows.
To avoid network latency problems in the teleopera-
tion, various techniques, such as the prediction and
preview display and the supervisory control system
are proposed and applied [7].

We have to consider the robot operation model for
the Robohoc network to decide the network parame-
ters.

A bilateral control theory is popular when the tele-
operators require feedback from robots. It is gener-
ally known as difficult to make a stable controller
in the case communication delay exists in the con-
trol/feedback loop. The scattering transform method
partly solves the problem [8] if the delay is known
and stable. However, the method cannot directly be
applied to the Internet environment because the la-
tency and the jitter change dynamically, especially in
the multi-hop wireless network. Some techniques are
proposed ([9], [10]) for this problem, but it is still un-
der addressing yet for the large fluctuation of jitter
and long delay. Therefore, in the situation where the



bilateral teleoperation is required, the network has to
offer the communication assuring the upper bound of
the jitter and latency.

If teleoperators need no bilateral feedback, some
other control theories like a prediction display can
be applied. The usability of this kind of teleopera-
tion mechanism mainly depends on the skill and hu-
man characteristic of the teleoperator. With a well-
designed teleoperation system, a teleoperator can
manipulate robots over a few-seconds delay of visual
feedback [11]. It is well known that an ordinary per-
son can operate up to 1-second visual feedback delay.

Based on the previous fact and discussion, we de-
cide a target upper bound of latency as 400ms (RTT:
800ms). This value is delivered from the human fac-
tor of visual feedback delay. However, it is almost im-
possible to guarantee a small value against the upper
bound of the latency because the Robohoc network
consists of several RHRs and we cannot know the ac-
tual size of the network. There is a technology to
control remote object even if the latency is not very
small. In this case, though, the network must provide
constant or predictable communication latency.

3.5 Supporting Type of Service

In the Robohoc network, various types of data would
be sent; for example, messages to control robots, live
streaming movies from robots, location data of robots
and RHRs collected by sensor devices equipped with
robots or RHRs, or geographical data to create the
up-to-date disaster area map. The requirements from
each kind of data vary depending on the traffic prop-
erty. For example, a live streaming data requires a
high bandwidth channel but geographical data does
not; control messages should require low latency and
low bandwidth communication channel. Therefore,
the Robohoc network has to support various commu-
nication properties based on the data types used in
the network ([12], [13], [14]).

3.6 Topology Information

and Storing

Sharing

The Robohoc network has to know its topology in-
formation. To recover from a partitioned situation,

both robots and teleoperators need the network and
geometric topology information. Both network com-
ponents (RHRs and robots) have to share this kind
of information. For example, when a Robohoc net-
work is partitioned into two sub-networks A and B,
and one of them (A) is connected to the Point Zero,
teleoperators can control inside of the sub-network
A. The other sub-network (B) is not connected to
the Point Zero and has to be reconnected to A. Be-
cause the robots can modify the Robohoc network,
it may be possible to re-connect these sub-networks
autonomously if B has some robots. To recover the
network, it has to inform robots of the broken link.

3.7 Bootstrap and Auto-

Configuration

The rescue activity is a kind of fight against time.
The construction of a Robohoc network and the col-
lection of necessary data for the following rescue ac-
tivities have to be done quickly. The RHRs and
Robots need to be launched as soon as possible. To
avoid the configuration of these nodes become com-
plex, every node has to be configured automatically
with a minimal manual configuration ([15]).

3.8 Hop Counts

In this paper, we assume that this technology is used
in the urban disaster situation. The assumed size of
the stricken area varies from one building/station to
one town. The network communication tool should
be a wireless network device since construction of a
wired network is hard because of the weight of wire
and possible obstacles on the path.

Considering that the range of one RHR is 50m (we
can obtain this range with the current 802.11a [16]
technology without any hindrances) and the size of
the stricken area is 300m x 300m, we need 36 nodes
when there are no radio wave disturbing objects.
Because the wireless range will reduce when there
are obstacles, we have to add some margin for the
range. At this point, we assume that we can enjoy
the half range size of the best case. Of course we
have to verify the assumption in real environment.
About the size of the target area, the size of the



Yaesu underground mall in Tokyo Japan is about
73,000m? ~ 270m x 270m for example. The size
of 300m x 300m seems a good approximate value.
Assuming that the range is 25m, we need 144 RHRs
if we put them as a grid layout, and the maximum
hop counts will be 24 hops. That means the Robo-
hoc network must work in a situation that there are
more than 100 nodes and the hop counts between two
nodes are more than 20 hops.

3.9 Layer 2 Information Utilization

When constructing a Robohoc network, we have to
adapt the environment of the target area. In the
previous section, we assumed the range of a RHR is
about 25m. however, it depends on the layout of ob-
stacles and walls. To adapt the actual environment,
all RHRs and Robots need to have a function to mon-
itor the radio wave quality. The routing protocol
which runs on RHRs and creates the logical Robo-
hoc network topology has to consider the advantage
or weakness of the links to get a better performance
and reduce service disruptions. These information
have to be shared by all RHRs and Robots to op-
timize the total throughput of the network and to
utilize the strategy to extend the network to reach
further unexplored areas.

3.10 Fault Tolerance

The Robohoc network has to be fault tolerant in case
of network failure. It is highly possible that the con-
structed network is broken by some accident when
performing extension of the network or performing
any rescue activity. In principle, the network must
not have a single point of failure. The topology
should be designed redundantly. However, we cannot
ensure that the network can always be redundant.
In case of big accident that cannot be covered by
the redundant topology, the Robohoc network should
be recovered either by teleoperator’s recovery proce-
dures or automatically by robots. For example, if
robots know the topology of the Robohoc network
and they can get any failure information from the
network, they may be able to move to the failure
point to fix the broken link. This kind of approach

requires the intelligent network, that is, the network
has to know its topology and have a capability to de-
tect the broken link in case of accident. In addition,
the network and robots must have capabilities to ex-
change the location of the point and to re-construct
a new topology that can reconnected to the other
partitioned network.

4 Related Works

[17] discusses an efficient algorithm to explore fron-
tier areas by robots forming an adhoc network. In
this proposal, robots are trying to avoid their net-
work range conflict and spread to the frontier. [18]
proposes a self-healing mechanism of a wireless net-
work using cross-layer information exchange between
the network layer and the application layer. These re-
search focus on completely autonomous system that
human interaction is not necessary. In our research,
we take the opposite approach. We utilize human re-
sources as much as possible since in rescue activities,
the experience of rescue experts are sometimes use-
ful. We are trying to give help to the people so that
they can do better jobs than before.

5 Conclusion

Rescue teams are looking for new ways to perform
rescue activities safer and more efficiently than those
done only by human parties. Using helper robots for
rescue activities is one of new approaches. Recently,
high functional robots, which can run over rough
roads broken by disasters or which can go stairs up
and down, are intensively being researched and devel-
oped. However, as long as the robots are controlled
by short range communication devices, such as wires
or direct wireless connections, we cannot expand the
exploration range drastically. The networking tech-
nology can help on this problem. We propose a new
rescue network architecture (the Robohoc network)
which can be dynamically extended and adapted by
either human operated robots or autonomous robots.
On this network, we can construct a temporary rescue
network adapting various disaster situations. Though



Required property

Description

RHR distribution

RHRs and robots cannot be located uniformly. The Robohoc network must
support the non-flat node distribution. (Section 3.1)

Communication distance

The distance between teleoperators and robots is from a few hundreds meters
to about 1 kilometer. (Section 3.2)

Network partitioning

The Robohoc network may be partitioned while constructing the network
or operating rescue activities. The network must have a property to recover
from partitioning. (Section 3.3)

Real-time robot control

For real-time robot control, the network latency has to be less than 400ms.
Robots can be controlled even the latency is more than 400ms using how-
ever, in that case, the latency has to be predictable and stable. (Section 3.4)

Type of service support

The Robohoc network must be able to provide different traffic properties for
different contents, for example, the real-time delivery for the robot control
and the wider bandwidth for the live streaming. (Section 3.4)

Topology information
sharing and storing

When recovering from partitioning, teleoperators, RHRs and robots have to
know the topology of the network to find the failure point. The topology
information must be shared and stored in every node. (Section 3.6)

Bootstrap and auto-

configuration

The network construction and rescue activities must be started as soon as
possible. Every node must start with minimum manual configuration and
must have an auto-configuration property. (Section 3.7)

Hop counts

The number of RHRs in a Robohoc network may be more than 100. The
average hop count in this case would be more than 20. To support a wider
area, the number of hops and average hop count will increase. (Section 3.8)

Layer 2 information uti-
lization

The Robohoc network uses a wireless communication media to create the
network. Each RHR has to monitor the link quality of their connections
and utilize the information for better performance. (Section 3.9)

Fault Tolerance

The Robohoc network must not have a single point of failure. The network
must be able to recover from partitioning either by the human intervention
or by autonomous recovery actions of robots. (Section 3.10)

Table 1: The summary of the requirements for the Robohoc network.




the usefulness is clear, there have been few research
activities in this area. We propose the basic idea of
the Robohoc network and the requirements to satisfy
the properties necessary for rescue activities.

We are planning to design the router, routing pro-
tocol and robots which satisfy the requirements and
verify that the requirements are adequate through
the implementation of such nodes and the operation
in a real environment.
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