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Abstract

In this paper we examine security issues related to
the Optimized Link State Routing protocol, a proac-
tive routing protocol for MANETs. We enumerate
a number of possible attacks against the integrity of
the OLSR routing infrastructure, and present a tech-
nique for securing the network. In particular, we con-
centrate on the remaining attacks when a mechanism
of digitally signed routing messages is deployed, and
an attacker may or may not have full control over
trusted nodes. Our solution is based on the inclusion
of the geographical position, e.g. as obtained through
a GSSN device such as GPS, of the sending node in
control messages. This solution may also be applied
to other link state protocols, or indeed adopted for
other MANET protocols in general.

1 Introduction

A Mobile Ad hoc NETwork (MANET) is a collec-
tion of nodes which are able to connect on a wireless
medium to form an arbitrary and dynamic network.
Implicit herein is the characteristic of the network
topology to change over time as links in the network
appear and disappear.

In order to enable communication between any two
nodes in such a MANET, a routing protocol is em-
ployed. The abstract task of the routing protocol is
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to discover the topology (and, as the the network is
dynamic, continuing changes to the topology) to en-
sure that each node is able to acquire a recent image
of the network topology for constructing routes.

Currently, two complimentary classes of routing
protocols exist in the MANET world. Reactive
protocols acquire routes on demand (this class in-
cludes protocols such as AODV [18] and DSR [14]),
while proactive protocols ensure that topological in-
formation is maintained through periodic message ex-
change (this class includes OLSR [7], OSPF [5], and
TBRPF [17]).

1.1 Security Issues and Related Work

A significant issue in the ad hoc domain is that of
the integrity of the network itself. Routing protocols
allow, according to their specifications, any node to
participate in the network, with the assumption that
all nodes are trusted and following the protocol. If
that assumption fails - i.e. the network is subject to
malicious nodes - the integrity of the network fails.

The primary issue with respect to securing
MANET routing protocols is thus that of ensuring
network integrity, even in the presence of malicious
nodes. Security extensions to the reactive protocols
AODV and DSR exist, respectively in the form of
SAODV [9] and Ariadne [10]. SAODV uses digital
signatures on the Route Request and Route Reply
messages. Ariadne authenticates the sender by us-
ing clock synchronization and delayed key disclosure.
A system of digital signatures for the proactive pro-
tocols OLSR and OSPF has been proposed, respec-
tively in [4] and [21]; see also [19)].

Maintaining the integrity of the network becomes
more difficult when an intruder has compromised a
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trusted node (which hence becomes a malicious node)
or has captured its private key; the intruder then be-
comes able to send authenticated messages. Known
security techniques against this kind of attack are
the Watchdog/Pathrater [16], CONFIDANT [2] and
WATCHERS [1, 12], which aim at identifying and
blacklisting the faulty nodes.

In this paper we will investigate the issues of secu-
rity in the OLSR proactive protocol, with emphasis
on providing an improved security extension. We will
introduce a mechanism to ensure network integrity
and detect misbehaving nodes.

1.2 Paper outline

The remainder of this paper is organized as fol-
lows: section 2 gives an overview of the OLSR proto-
col. Section 3 describes the vulnerabilities of proac-
tive routing protocols, using OLSR to exemplify the
threats to which any proactive ad hoc routing proto-
col is vulnerable.

Section 4 presents a security solution which we
have proposed for OLSR, and which uses digital sig-
natures. This is used as a starting point for our
new location-based security extension described in
section 5. Finally, section 6 concludes the paper.

2 The OLSR Protocol

The Optimized Link State Routing protocol (OLSR)
[13, 6] is a proactive link state routing protocol for
mobile ad hoc networks. OLSR employs an optimized
flooding mechanism for diffusing link state informa-
tion, and diffuses only partial link state to all nodes
in the network.

2.1 OLSR Control Traffic

Control traffic in OLSR is exchanged through two dif-
ferent types of messages: HELLO and TC messages.

HELLO messages are emitted periodically by a
node and contain three lists: a list of neighbors from
which control traffic has been heard, a list of neigh-
bor nodes with which bidirectional communication
has been established, and a list of neighbor nodes

that have been selected to act as MPR for the origi-
nator of the HELLO message. HELLO messages are
exchanged between neighbor nodes only, and are not
forwarded further.

Upon receiving a HELLO message, a node exam-
ines the lists of addresses. If its own address is
included in the addresses encoded in the HELLO
message, bi-directional communication is possible be-
tween the originator and the recipient of the HELLO
message, i.e. the node itself.

In addition to information about neighbor nodes,
periodic exchange of HELLO messages allows each
node to maintain information describing the links be-
tween its neighbor nodes and nodes which are two
hops away. This information is recorded in a nodes
2-hop neighbor set and is utilized for MPR optimiza-
tion — see section 2.2.

Like HELLO messages, TC messages are emitted
periodically. The purpose of a TC message is to
diffuse link state information to the entire network.
Thus, a TC message contains a set of bi-directional
links between a node and a subset of its neighbors.

TC messages are flooded to the entire network,
exploiting the MPR optimization described in sec-
tion 2.2. Only nodes which have been selected as an
MPR generate TC messages.

An individual OLSR control message can be iden-
tified by its “Originator Address” and “Message Se-
quence Number” — both from the message header.
Hence it is possible to uniquely refer to a specific
control message in the network. This will become
important when discussing message signatures.

2.2 Multipoint Relay Selection

The core optimization in OLSR is that of Multipoint
Relays (MPRs). Each node must select MPRs from
among its neighbor nodes such that a message emit-
ted by a node and repeated by the MPR nodes will
be received by all nodes two hops away. MPR se-
lection is performed based on the 2-hop neighbor set
received through the exchange of HELLO messages,
and is signaled through the same mechanism.

Each node maintains a MPR selector set, describ-
ing the set of nodes which have selected it as an MPR.



Figure 1 shows a node with neighbors and 2-hop
neighbors. In order to achieve a network-wide broad-
cast, a broadcast transmission needs only be repeated
by just a subset of the neighbors. This subset is the
MPR set of the node.

(@ (b

Figure 1: Two hop neighbors and Multipoint Relays
(the solid circles) of a node. (a) All neighbors re-
transmit a broadcast. (b) Only the MPRs of a node
retransmit the broadcast.

Further details on OLSR are discussed in [7, 20, 3].

3 Vulnerabilities

In this section, we discuss various security risks in
OLSR. While these vulnerabilities are specific to
OLSR, they can be seen as instances of what all
proactive routing protocols are subject to.

Under a proactive routing protocol, each node
must correctly generate routing control traffic con-
forming to the specification, and forward routing con-
trol traffic on behalf of other nodes. By carrying out
an attack against the routing protocol, an intruder
can perturb or paralyze the whole network. Often,
the intruder will first need to gain full control of a
trusted node, which then will start misbehaving. In
the rest of this section we will show how routing mis-
behavior may appear in OLSR. Denial of service at-
tacks against the physical layer (e.g. jamming, radio
interference, etc.) are not discussed in this paper.

3.1 Incorrect Traffic Generation

In this section, we discuss the various way an OLSR
network can be compromized through nodes gener-

ating incorrect control traffic (TC and HELLO mes-
sages).

3.1.1 Identity spoofing

Identity spoofing implies that a misbehaving node
sends control messages pretending to be another
node. Node X sends HELLO messages, with the
originator address set to that of node A, as illus-
trated in figure 2. This may result in the network
containing conflicting routes to node A. Specifically,
node X will choose MPRs from among its neighbors,
signaling this selection while pretending to have the
identity of node A. The MPRs will, subsequently,
advertise in their TC messages that they can provide
a “last hop” to node A. Conflicting routes to node A,
with possible loops, may result from this. Similarly,
TC messages with a spoofed originator address cause
incorrect links to be advertised in the network.

Figure 2: Identity spoofing: node X sends HELLOs
with the identity of node A. As a consequence, nodes

B and C may mistakenly announce reachability to 4
through their TCs.

3.1.2 Link spoofing

Link spoofing implies that a node sends control mes-
sages signaling an incorrect set of neighbors. A mis-
behaving node advertising in its HELLO messages
a neighbor relationship to non-neighbor nodes may
cause inaccurate MPR selection, with the result that
some nodes may not be reachable in the network.
Again, TC messages which include non-existing links



may result in routing loops and conflicting routes in
the network (figure 3).

Figure 3: Link spoofing: node X generates incorrect
TCs advertising a link with A.

A node may also misbehave by signaling an incom-
plete set of neighbors, which might therefore lead to
a breakdown in connectivity with the rest of the net-
work.

3.2 Incorrect Traffic Relaying

In this section, we discuss the various way an OLSR
network can be compromized through nodes gener-
ating correct control traffic (TC and HELLO mes-
sages), but failing to relay traffic correctly.

3.2.1 Failure in relaying

If TC messages are not properly relayed the network
may experience connectivity problems. In networks
where no redundancy exists (e.g. in a “strip” net-
work), connectivity loss will surely result, while other
topologies may provide redundant connectivity.

3.2.2 Wormbhole attack

A wormhole attack [11] is a severe attack in which
traffic from one region of the network is recorded
and replayed (selectively or not) in a different re-
gion. This attack is effective even if no node has
been compromised, and even if all communications
are authenticated (e.g. via digital signatures) and
confidentiality is preserved (e.g. via encryption).

As regards OLSR, an attacker may use an intruder
node which is in the neighborhood of both A and B
to relay HELLO messages from A to B and vicev-
ersa. The intruder may also perform this attack by
recording a message from A, moving quickly into the
neighborhood of B and replaying the message there.
In the OLSR protocol, where links are discovered by
testing reception, this will result in extraneous link
creation (a “short” wormhole) between A and B. Al-
ternatively, the attacker may use two intruder nodes,
one in the neighborhood of A and the other in the
neighborhood of a distant node Z, connected via a
direct wireless or wired carrier; the attacker may then
tunnel HELLO messages through this longer carrier
to create an extraneous A-Z link (a “long” worm-
hole). The consequences of this attack is that nodes
store an incorrect topology of the network.

4 Previous Studies: Security

Solutions

In [4] we proposed a mechanism to secure the
OLSR protocol, by signing control messages. This
is done by assigning a private/public key pair
to every node. A new kind of control message
(SIGNATURE_MESSAGE) is sent along with any
HELLO and TC, and contains the signature of the
HELLO/TC as well as a timestamp (to thwart re-
play attacks). The signature is computed on the
sequence of bits made from all the fields of the
HELLO/TC message and all the fields of the SIGNA-
TURE_MESSAGE (except of course the “Signature”
field itself). The SIGNATURE_-MESSAGE contains
a “MSN Referrer” field that holds the same value of
the HELLO/TC’s “Message Sequence Number” [7] it
is coupled with; this allows a node to correctly couple
a received SIGNATURE_MESSAGE with a received
HELLO/TC. Upon reception, the node then verifies
the freshness of the timestamp and the correctness of
the signature, and if both are verified, the node pro-
cesses the message; otherwise the message is dropped.
The mechanism requires a PKI and a timestamp syn-
chronization algorithm between the nodes.



4.1 Protection Offered

The signature mechanism protects the network
against the injection of false routing messages by an
intruder, and against any case of identity spoofing
(explained in section 3.1.1). This is because the in-
truder does not know the private key of another node,
and routing messages which are not properly signed
will always be rejected. However, this solution is far
from perfect.

Wormbhole attacks can still be carried out over a
network where message authentication and integrity
are insured. Furthermore, if the attacker gains con-
trol of a node, he/she will have the possibility to
generate correctly signed, but nonetheless false, mes-
sages.

To block these attacks, we have designed a solu-
tion which consists in including additional informa-
tion into control messages, which is the node’s geo-
graphical position. Our solution is implemented on
the basis of [4], and the node’s position is contained in
anew field of the modified SIGNATURE_MESSAGE.

5 Securing OLSR using Loca-
tion Information

Based on the work of [4], this section describes a
mechanism for improving the resilance of an OLSR
network through employing location information.

5.1 Overview

The attacks shown in the previous section can be
thwarted if we possess node position information, i.e.
if every node knows the correct geographical position
of any other node in the network. Nodes then com-
pare this geographical data to the received routing
data (i.e. the neighbor and link set) — in other words,
a node will compare its topology-map as provided by
the routing protocol with the node position map. If
contradictory information is found, the incorrect in-
formation is discarded when calculating routes.

The geographical position can be obtained by using
e.g. a Global Naviation Satellite System device, such
as a GPS devices embedded into the hardware of each

node, or by some other mechanism through which a
node can determine its exact location (e.g. trian-
gualtion based on radio beacons or on-board motion
sensors etc.) ! There exist other solutions which do
not require every node to be equipped with the abil-
ity to determine its exact position [22], however, due
to the possible presence of malicious nodes, solutions
which rely on feedback or signals from other nodes
(e.g. the emission power) cannot be considered safe.
In other words, the mechanisms presented in this pa-
per rely on the ability for a node to accurately and
securely, determine its own position through some.

An additional security measure can be obtained by
using directional antennae instead of omni [8]. This
will allow a node to know the direction from which
a received message was transmitted, and therefore
makes it much more difficult for malicious nodes to
spoof their own location.

5.2 Specifications

We suggest some modifications to the protocol devel-
oped in [4]. A SIGLOC (which stands for SIGnature
and LOCalization) control message substitutes the
SIGNATURE_MESSAGE; the former includes a new
field “Localization” , which contains the current geo-
graphical position of the sending node. This field is
32 bits long (which is enough to define the position
over an area of more than 4200 square km with a
granularity of 1 m), and is included in the signature
computation. The message format is given in figure 4.
This mechanism requires the deployment of a Public
Key Infrastructure and a timestamp synchronization
algorithm between all nodes. These topics are not
discussed further in this paper; please refer to [4] for
more details.

A node informs the other nodes about its current
position in a SIGLOC message (which, we recall, is
sent along with every generated HELLO and TC).
The receiving node first couples the SIGLOC with
its companion HELLO/TC and verifies the correct-
ness of the timestamp and signature, as specified by

11f a GSSN facility is employed, this can potentially also be
used to provide time synchronization between the nodes in the
OLSR network — see [15] for an example.
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Figure 4: SIGLOC message format.

the protocol in [4]; then it extracts the position infor-
mation and stores the tuple { node address, position,
timestamp ) in a position table. For each node, the
most recent position is memorized in the position ta-
ble.

The advantage in knowing the geographical posi-
tion of nodes is that a receiver node can speculate
whether communications from a sending node are
likely to be heard or not. Let p, be the current posi-
tion of the receiver, and ¢, the current time according
to the receiver’s clock. Also let At be the discrepancy
in the clocks’ synchronization, Ad the maximum ab-
solute error in position information, v the maximum
velocity of any node, and r the maximum transmis-
sion range. Based (from the SIGLOC message) on the
position pg of the sender node and the timestamp ¢,
the receiver node can compute a lower bound on the
distance d,, between the sender and itself. In fact it
must be

r2>ds > “pr _ps“ - (tr _ts+At) “2v—Ad (1)

When (1) is not valid, it means that the receiver
node is too far from the sender node to be able to
hear its transmission, therefore such a transmission
is highly suspicious and might well be a fake. Fur-
thermore, when directional antennae are used, the
receiver node can know from which direction the sig-
nal is coming. Based on p, and using simple geome-
try, this allows the receiver node to check roughly the
correctness of the position ps declared by the sender
node.

5.3 Protection offered

In this section, we outline the protection offered by
the extensions specified above.

First, we note that in order for the mechanism to
provide absolute cirtancy that an accurate match be-
tween topology map and the node position map of a
node can be achieved, it is required that any node,
instantaneously, can acquire the exact position of ev-
ery node in the network at any point in time. With
non-ideal probagation, message-transmission jitters,
periodic message transmissions (allowing a node to
move since its position was last transmitted) and in-
heret inaccuracy on location information acquired in
each node (e.g. sensors are subject to measurement
tolerances, GPS is subject to an arbitrary inaccu-
racy etc.), only a “ballpark match” can be obtained
between the two maps. In terms of the extension
specified in this paper, the interval between SIGLOC-
messages is of importance.

5.3.1 Protection against wormhole attacks

When a message is being maliciously tunneled be-
tween legitimate nodes A and B, as described in sec-
tion 3.2.2, (1) is not valid with respect to the distance
dap. Therefore B notices that the transmission is
likely being tunneled through a wormhole and should
drop the message.

5.3.2 Protection against link spoofing

The equation (1) also allows the case of false routing
messages, described in section 3.1.2, to be detected.
For any communication between a sender and a re-
ceiver, (1) must hold valid and this obviously also
applies to links. We can therefore detect the case in
which a misbehaving node X falsely advertises a link
(in a HELLO message) with the non-neighbor node
N, or declares N as a neighbor (in a TC message).
This is done as follows: node A checks in its posi-
tion table the location of node N advertised in X'’s
HELLO or TC; if (1) is not valid with respect to the
distance dxpn, A should drop the message.

If X is able to tamper with the Localization field,
i.e. X is able to declare that it transmits from an-
other location, then it could declare a location in



transmission range of non-neighbor node B and then
falsely advertise a link with B. In this case, (1) is
valid with respect to the distance dxp. This would
severely perturb the network topology if B is very
far from X; however, in this case such an attack will
not be successful, because node A which receives X’s
HELLO/TC will notice that (1) is not valid with re-
spect to the distance dx 4.

5.4 The protocol

We detail here the protocols for the creation or re-
ception of control messages.

When node A generates a HELLO or TC, it must
also generate a SIGLOC by following this protocol:

1. create the HELLO/TC and the SIGLOC

2. insert the Localization of from the location de-
vice device output

3. insert the Timestamp from the actual time

4. compute the Signature on the HELLO/TC +
SIGLOC

5. send the HELLO/TC and the SIGLOC

When a node receives a control message from A, it
must follow this protocol:

1. pair off correctly the HELLO/TC with its
SIGLOC companion, by matching the Message
Sequence Number with the MSN Referrer

2. check the freshness of the Timestamp

3. check the validity of the Signature with A’s pub-
lic key

4. if using a directional antenna, then check the
congruity of Localization with the direction the
transmission came

5. for each Neighbor Address I listed in the
HELLO/TC: if I is in the position table, check
the validity of (1) on dary

6. store the tuple ( address of A, Localization,
Timestamp ) in the position table

If any of the tests fail, the node must not further pro-
cess the two messages (HELLO/TC and SIGLOC)
and must drop them.

5.5 Overhead

We can mathematically evaluate the overhead in-
crease caused by the sending of SIGLOC messages.
The size of a HELLO message advertising n nodes
varies from 32(n + 2) to 32(2n + 1) bits, depending
whether the nodes have the same link/neighbor sta-
tus or not. The size of a TC message advertising n
neighbors is 32(n + 1) bits.

For performance reasons we choose an Elliptic
Curve Cryptography algorithm for signing, hence the
use of ECDSA with a 320-bit signature. We also as-
sume the use of a 32-bit timestamp, which is enough
to define the time value for a period of more than 49
days with a granularity of 1 ms. The resulting size of
a SIGLOC message will be 416 bits.

A SIGLOC message is generated and sent with ev-
ery HELLO or TC. By assuming an average neigh-
borhood of 12 nodes, this will result in an overhead
increase of 52% to 93% for each HELLO message, and
an overhead increase of 100% for each TC message,
with respect to the standard OLSR protocol. These
evaluations do not include the size of OLSR, IP and
UDP packet headers.

There is also an overhead in terms of the time
required for signature computation and verification,
which is not evaluated in this paper as it is imple-
mentation dependent.

6 Conclusions

In this paper, we have examined some major issues re-
lated to the security of the OLSR proactive link state
protocol. We have enumerated a number of possi-
ble attacks against OLSR, and stressed those attacks
which can be carried out against a network where the
authentication and integrity of messages are insured
by digital signatures. We then proposed a solution
which relies on adding the geographical position of
a node into control messages. This can be obtained
by embedding devices in the nodes’ hardware. The



implementation of this solution is proposed as an ex-
tension to a digital signature infrastructure that we
presented in a previous paper. As some of the insights
provided are general to a larger class of link state pro-
tocols, the proposed solution may offer hints towards
making this protocol more secure.
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