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Abstract Named Data Networking (NDN) is a new networking architecture. This paper focuses on transport control for real-time video streaming in NDN. There have been several studies that address reliability and congestion control issues in the NDN transport mechanism area. In contrast, little attention has been paid to real-time transmission for video streaming. To improve the performance of real-time video streaming scheme on NDN, we propose a consumer-driven adaptive rate control mechanism. Our mechanism would provide scalability, good throughput, and low-latency transmission, without increasing the queuing delay and packet loss in the network. Our proposal also considers RTT (Round-Trip Time) fair data transmission, which enables several consumer nodes to fairly share network bandwidth of a bottleneck link regardless of the difference of network delay between publisher nodes and consumer nodes. This consideration is very important for networks in which the content transmitter dynamically varies. To identify the effectiveness of the proposal, we evaluate the performance of our mechanism with ns-3. The simulation results show that the proposed scheme is effective for real-time video streaming in NDN.
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1. Introduction

Named Data Networking (NDN) [1] is a new networking paradigm which was originally proposed as Content Centric Networking (CCN) by Van Jacobson et al. [2]. In NDN, all nodes communicate with Content Names that identify Content (data) itself. Basically, there are two types of messages: Interest packets and Data packets. A consumer node which is requesting Content sends an Interest packet with the Content Name; a publisher node generates the Content and sends Data packets, which include the Content Name and the Content. Additionally, the Pending Interest Table (PIT) and Content Store mechanism of an NDN router permits efficient packet transmission for the same request and data. As a future Internet architecture, NDN is expected to solve problems related to the current Internet’s increasing traffic. However, transfer speed and memory capacity of the router are far from enough to handle the traffic explosions caused by increasing numbers of devices connected to the network. If the number of Interest packets which do not match with the Content Store of a router, increase, Data packets beyond the capacity flow into the network link. As a result, queuing delay and packet loss naturally increase. In addition to the recent trend of increased the number of devices, network traffic is also shifting from wired connections to wireless connections.

And on these wireless networks, such as cellular networks and WLAN (Wireless Local Area Network), wireless network resources are more limited; wireless link capacity is dynamically changed. Therefore, a scalable and adaptive transport mechanism is an important topic for NDN. Fair share of the resources in best effort networking, as often discussed as it relates to conventional Internet architecture, is also an important topic for NDN architecture design. However, because of NDN’s unique characteristics in the data transport mechanism, we cannot take an approach similar to the conventional Internet to achieve fairness. For example, the source of a Data packet may change regularly between publisher node and caches on routers located on the forwarding path of Interest packets. Additionally, NDN’s multi-source nature allows the existence of a plural network path to one Data packet. In the case of conventional Internet architecture, most fair share discussions are based on the system model where all clients share the same single network path to each server. In case of NDN, we think it is insufficient to discuss the throughput fairness as it relates to the style of TCP (Transport Control Protocol)-related research [3,4], which assumes that the senders and receivers sharing a bottleneck link have the same network delay.

Meanwhile, video traffic accounted for half or more of all Internet traffic in 2012, and it is
expected that video traffic will increase in the future [5]. It is also expected that video applications which require real-time transmission via the network, such as peer-to-peer video calls, multi-point video conferences and remote lectures [6], will become even more popular. The same may be said of NDN; real-time video transportation presents unavoidable challenges.

In order to maintain both low-latency and high video quality, adaptive rate control, according to variable link capacity and the traffic condition of the link, is necessary. In this paper, we propose an adaptive rate control mechanism especially focused on real-time video streaming in NDN. Furthermore, we discuss fair share of the resources of NDN where the network path is dynamically changed.

The remainder of the paper is organized as follows: Section 2 describes related work. Section 3 identifies challenges for real-time video streaming in NDN, and describes our proposed real-time transmission control mechanism for video streaming. Next, our evaluation with the network simulator is written in Section 4. Finally, Section 5 presents a conclusion.

2. Related works
To date, there are two types of approaches to congestion control mechanisms in NDN/CCN or Information Centric Network (ICN) research. One is a consumer-driven end-to-end approach. The other is the router playing a certain role in the congestion control procedures.

[7-9] are pure consumer-driven congestion control mechanisms. These mechanisms, which are based on window-based rate control like AIMD (Additive Increase/Multiplicative Decrease) [10], have an advantage in congestion avoidance and adaptability for network conditions. However, it does not decrease the bit-rate until the consumer node detects any packet loss or re-transmission time-out, so it keeps expending network bandwidth. These approaches sometimes significantly increase the queuing delay in the router. This indicates congestion trends and badly affects interactive real-time video streaming which essentially requires low-delay transmission. Furthermore, these mechanisms assume that competing Data and Interest flows are sharing the same network path to maintain throughput fairness in a bottleneck link. For NDN transport mechanism, we think it is insufficient to discuss the throughput fairness, as described in the previous section.

[11] takes the hop-by-hop intermediate node support approach in [7], which defines the virtual queue for Interest packet flow in the router, and controls the maximum size of each virtual queue to satisfy the fairness of Data throughput among several competing consumer nodes. This mechanism has problems in its deployment among the existing routers, as well as a scalability problem in resource consumption which is proportionate to the number of flows.

In ICN, another criterion of fairness exists, such as the memory consumption used by the Content Store in the router [12-14]. But this criterion deeply depends on the cache management algorithm on the router, and it is not our research target.

There are several works that deal with video distribution of ICN [15-19]. In terms of video transmission, [15,16] employ window-based flow control with considering live video distribution. However, the window size is fixed in their implementations, and then adaptive video rate control and fairness are not duly considered. [17-19], which is based on MPEG-DASH [20], control requesting video streams adaptively. These works do not consider real-time transmission and fairness.

3. Design
This section describes our proposed mechanism for real-time video streaming.

3.1. Target Application
In order to clarify our target, we describe applicable application for proposed mechanism. In this paper, we assume video conferencing and interactive remote lecture system, which require real-time video distribution for interaction.

In these applications, a publisher node divides each video frame into serial segments, and each segment is given a prefix name and sequential number as a Content Name, such as NDNVideo [16]. Each segment size is decided by each application. We assume that a consumer node can get the Content Name of latest video frame, before starting to receive the video stream. For instance, NDNVideo shows a method to get a sequential number of latest video frame with the Interest packet, by setting “ChildSelector” to “RIGHTMOST” [21]. The consumer node continually sends Interest packets with above Content Name while increasing the sequential number in order to get the whole segments. In the network, these In-
Interest packets are forwarded toward the publisher node or the NDN router which has the segments in Content Store. The segments are forwarded as a Data packet to the consumer node from the publisher node or the NDN router.

3.2. Objectives

Low-latency transmission
For interactive video applications which require real-time video data transmission, such as video conferences and remote lectures, network latency increases are a fatal problem. Therefore, it is necessary to avoid queuing delay increases and packet loss in the router in order to maintain the real-time-ness of network transmission.

Keeping available best throughput
For interactive video applications, it is also important to keep good throughput during transmission. In the case of these applications, the network throughput directly affects the video quality. Basically, the video encode rate has to be under the available (idle) network bandwidth in order to keep low-latency transmission. Therefore, the capability to adapt to the actual available bandwidth is crucial.

Considering source variation
For the NDN transport mechanism, it has to consider that the RTT (Round-Trip Time) between sending an Interest packet and receiving the corresponding Data packet might be changed, because of the symptom of the congestion or the variation of the source (Data packet transmitter). Especially in the case of real-time applications which provide live content, a plurality of consumer nodes tends to access the latest content data simultaneously. In such a situation, these consumer nodes transmit the Interest packets for same content data at the same time. In the concrete, Fig. 1 shows a typical example of this phenomenon. Each consumer node (C1, C2 and C3) shares the same links connecting them to the publisher node. With these circumstances, when each consumer node independently sends a series of Interest packets at the same time, some of these Interest packets duplicate others in flight. Then, the routers can send the Data packets with Content Store or can suppress forwarding the same Interest packets by aggregating them within the PIT (if it does not answer from the Content Store). As a result, the location of the source varies from the publisher to the routers. For instance, when C3 sends Interest packets later than other consumer nodes, the Interest packets from C3 match the Content Store on Router2, and Router2 responds to C3 (see Fig. 1(a)). In other cases, when C1 sends Interest packets later than C2, the Interest packets from C1 match the Content Store on Router1 and Router1 responds to C1 (see Fig. 1(b)). In this case, the RTT which is measured on C1 is shorter than Fig. 1(a). In another case, when C2 stops sending Interest packets, the Interest packet from C3 is forwarded to Router1, and Router1 sends Data packets to C3 (see Fig.1(c)). In this case, the RTT which is measured on C3 is longer than other cases. In this way, the RTT measured on the consumer node may vary independently from the indication of congestion. In case of the real-time video streaming, the transport mechanism on NDN is required to provide congestion control algorithms which can distinguish whether the network is congested or not.

Maintain fairness
It is preferable to share the competing network resources fairly between each content receiver using the common network resources at the same time [22-24]. In NDN, the location of the source dynamically varies because of the router mechanism of the Content Store and PIT, as described in the previous section. As stated, we think it is insufficient to discuss only about the throughput fairness in the style of TCP-related research, which assumes that senders and receivers sharing a bottleneck link have the same network delay.

We focus on the fairness of the bandwidth consumption in the shared bottleneck link located between publisher node and the consumer node. This fairness should include being tolerant about delays related to the network path (hereinafter referred to as RTT Fairness).
Scalability

Numbers of devices which connect to the network will increase in the future, and this will increase traffic. A scalable transport mechanism is an important topic – for a router with state information such as the PIT or Content Store.

3.3. Basic design

Consumer-driven

The consumer-driven approach was chosen for our proposed transport mechanism for real-time video streaming. Each consumer node autonomously controls the sending rate of the Interest packets, according to the receiving result of the Data packet corresponding to the Interest packet sent before. We assume that this rate control mechanism will be implemented inside an application of the consumer node, the Interest packets are sent from the consumer node according to the sending rate described above. The consumer-driven approach has advantages due to its easy deployment and the scalability for growth of network traffic. Because of this, to forward the Interest/Data packets while avoiding congestion, any routers do not need to collect the statistics of incoming packet and control outgoing packet.

Adaptive rate control

As a method for achieving and maintaining low latency transmission and available best throughput on the consumer node, our mechanism controls the sending rate of the Interest packets in order to control throughput of Data packets according to available network bandwidth. This means that the interval time of each Interest packet is adaptively adjusted to the appropriate value by estimating available bandwidth using two values. The first one is the variation of RTT, and the second one is the loss condition of each packet. In order to avoid increasing the queuing delay in the router, our mechanism quickly decreases the sending rate of the Interest packets based on the increase of RTT or packet loss. In the other case, our mechanism conversely increases the sending rate of Interest packets to keep good throughput.

Measuring RTT in each short period

To contend with source variation, our mechanism presumes whether the network is congested or not, by comparing the average RTT of the Data packets which are received in a constant period. As it relates to the variation of the location of the source, we believe the RTT variation is conspicuously drastic compared to network congestion. To presumes whether the congestion or the source variation, in our algorithm, we do not use a weighted average RTT. A weighted average RTT is sometimes useful for elimination of measuring error and smooth rate adaptation. However, it is influenced by the variation of the source for a long term. On the other hand, the average measured RTT in each period that enables us to identify the variation of the source or network congestion. To distinguish these reasons for the RTT variation definitely, the statistical time unit (to calculate average RTT) must be set to a short period.

Maintaining RTT Fairness

In order to satisfy RTT Fairness, our rate control mechanism periodically estimates available bandwidth based on RTT variation and the packet loss condition. It is possible to obtain the same characteristic of rate control, regardless of differences in delay of network path. In the case of ACK (Acknowledgment) based rate control mechanism, such as TCP or AIMD, they are tremendously affected by the differences in delay of network path, because the rate control timing for each consumer node is synchronized to the timing of the packet reception. As a result, it is difficult to satisfy RTT Fairness. Therefore, we adopt a scheme which estimates available bandwidth and controls the sending rate of the Interest packets in each constant period.

3.4. Algorithm Description

In this algorithm, for every constant period \( P \), \( pps \), which means the number of Interest packets sent per second at the time \( t \), is calculated. A consumer node sends Interest packets according to the sending interval \( I_s \) with the formula \( (1,2) \). \( k \) is the correction factor of the Data packet size; \( s \) [byte] is the average Data packet size; \( \chi \) is the pre-defined constant value. In addition, \( pps \), multiplied by 8s makes a value of the bandwidth estimation [bps]. In formula (2), \( s \) may be greatly different among applications, and then bandwidth consumption of their Data packets are different when each application sends Interest packets with same \( pps \). \( k \) is used to eliminate difference in packet size among competing Data packet flows. \( I_s \) is increase with growth \( s \) compared with other flows. As a result, the applications, which use larger Data packet size, decrease Interest sending rate.
There are two phases in the rate control algorithm. Algorithm 1 is common preprocess for each phase that measures RTT and identifies network conditions for each P. “Start phase” in Algorithm 2 is corresponding to the phase when the communication begins, and “Adaptive phase” in Algorithm 3 is corresponding to the phase after the “Start phase”. The objective of “Start phase” is the adjustment of throughput to available bandwidth. When a video streaming application starts the communication, there is no way to estimate the available bandwidth precisely. At the same time, the application should quickly obtain suitable video quality. In “Start phase” – compared to “Adaptive phase” – the algorithm tries to roughly and quickly adjust the initial pps, to the available bandwidth. If the algorithm detects the symptom of the congestion, it promptly moves from “Start phase” to “Adaptive phase”. The objective of “Adaptive phase” is to adapt throughput to the variation of available bandwidth while maintaining RTT Fairness during the session. In this phase, the important point is the algorithm of controlling pps, which makes it possible to maintain RTT Fairness. Additionally, as already described in section 3.2, the network throughput which is provided with controlling pps, directly affects the video quality and video stream bit-rate. From the viewpoint of video quality, the rapid change of pps, is undesirable. In order to realize these requirements, we defined the algorithm that controls pps, smoothly with the square root – based on the principle which is described in [25].

Next, we describe the parameters of controlling pps, in Algorithms 2 and 3. Fig. 2(a) shows the increase of the bandwidth estimation according to $\delta$ in “Start phase”. “Start phase” increases the estimation in a linear manner, and the adjustment of the estimation to available bandwidth is shorter with increasing $\delta$. However, the larger $\delta$ may cause serious congestion when the phase changes. Fig. 2(b) shows the increase of the bandwidth estimation according to $\alpha$ in “Adaptive phase”. In “Adaptive phase”, the larger $\alpha$ improve adaptability to increase of available bandwidth. At the same time, the larger $\alpha$ is easy to increase queuing delay and packet loss in a bottleneck link. Fig. 2(c) also shows the reduction of the bandwidth estimation according to $\beta$ and $\gamma$ in “Adaptive phase”. The larger $\beta$ and $\gamma$, which are employed for reduction of pps, when detect the symptom of the congestion, improve adaptability to congested network situation, and make possible to avoid queuing delay increases and packet loss. Meanwhile, the larger $\beta$ and $\gamma$ tend to cause the unnecessary reduction in the estimation. Furthermore, pps, directly affects the video stream bit-rate, and then the unnecessary change of pps, causes the undesirable decrease of video quality. On designing these parameters, it is necessary to consider above trade-off and affects for video quality.

$$I_i = \frac{1}{k \cdot pps_i} \quad (1)$$

$$k = \frac{Z}{s} \quad (2)$$

Table 1 Algorithm notation

| $I_{p_i}$ | sequence number: $i$ of Interest packet |
| $D_{p_i}$ | Data packet for $I_{p_i}$ |
| $RTT_i$ | RTT between ($I_{p_i}$, $D_{p_i}$) |
| latest_seq | latest sequence number of received Data packet in time: $t$ |
| jitter_offset | offset of normal network delay vibration |
end for
\[ \text{AvgRTT} \leftarrow \frac{\text{SumRTT}}{\text{recv}_ct} \]
if \( \text{AvgRTT} \leq (\text{RTT}_{\min} + \text{jitter\_offset}) \) then
case1 \leftarrow true
else if \( \text{AvgRTT} \leq \text{AvgRTT}_{\text{p}} \) then
case2 \leftarrow true
else
case3 \leftarrow true
end if

Algorithm 2: Rate control in “Start phase”

if case1 or unrecv\_ct, = 0 then
\[ pps \leftarrow pps_{\text{p}} + \delta \]
else
\[ pps \leftarrow pps_{\text{p}} / 2 \]
Go to “Adaptive phase”
end if

Algorithm 3: Rate control in “Adaptive phase”

if unrecv\_ct, = 0 then
if case1 or case2 then
if not congestion\_sign then
\[ pps \leftarrow pps_{\text{p}} + \alpha \sqrt{pps_{\text{p}}} \]
else
congestion\_sign \leftarrow false
end if
else if case3 then
if congestion\_sign then
\[ pps \leftarrow pps_{\text{p}} - \beta \sqrt{pps_{\text{p}}} \]
else
congestion\_sign \leftarrow true
end if
end if
else
\[ pps \leftarrow pps_{\text{p}} - \gamma \cdot \sqrt{pps_{\text{p}}} \]
end if

4. Simulation results

In this section, we present the simulation results of the proposed mechanism with ndnSIM [26]. ndnSIM is the NDN simulation module based on ns-3 [27] and released by the NDN project [1]. In this evaluation, there are a few assumptions that clarify the basic characteristic of the rate control algorithm:

- Each consumer node requests content with sequential numbering in the Content Name for each Interest packet.
- Each consumer node has determined the Content Name to fetch by other means.
- Each publisher node provides single video stream with variable bit-rate.

Unless otherwise noted, we use the parameters of the algorithm in Table 2. In this evaluation, on selecting \( \alpha, \beta, \gamma \) and \( \delta \), we assumed the range of video stream bit-rate is from several hundreds kbps to 10Mbps, such as SD (Standard Definition) and HD (High Definition) video quality. \( P \) is selected in consideration of timer interrupt precision that general Operating System (OS) can provide to an application program. \( \chi \) and \( \gamma \) are set to the same value to simplify the evaluation. We also assume that any bottleneck links has enough link speed for transmitting minimum bit-rate of video stream.

<table>
<thead>
<tr>
<th>Table 2 Algorithm parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
</tr>
<tr>
<td>jitter_offset</td>
</tr>
<tr>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \beta )</td>
</tr>
<tr>
<td>( \gamma )</td>
</tr>
<tr>
<td>( \delta )</td>
</tr>
<tr>
<td>( \chi )</td>
</tr>
<tr>
<td>( s )</td>
</tr>
</tbody>
</table>

4.1. Latency & bandwidth efficiency

First we evaluate the basic function of the bandwidth estimation while keeping low-latency transmission and good throughput using the single bottleneck link in Fig. 3 and Table 3. Each consumer node accesses the different publisher node, which has distinct named content, transmitting an Interest packet for it.

![Fig. 3 Single bottleneck link topology](image)

<table>
<thead>
<tr>
<th>Table 3 Network topology parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{BW}_{\text{R1}} )</td>
</tr>
<tr>
<td>( D_{\text{R1}} )</td>
</tr>
<tr>
<td>( \text{BW}_{\text{R2}} )</td>
</tr>
<tr>
<td>( D_{\text{R2}} )</td>
</tr>
<tr>
<td>Queue</td>
</tr>
<tr>
<td>Queue Size</td>
</tr>
</tbody>
</table>

Fig. 4 shows the result of bandwidth estimation and average RTT in each \( P \), with \( n=1 \), \( \text{BW}_{\text{R1}}=10Mbps, \ D_{\text{R1}}=8\text{ms} \). From Fig. 4, we can see that our proposed mechanism effectively estimates its available bandwidth while keeping low latency transmission.
Next, we evaluate (as above) if $D_{R1-R2}$ is varied from 3ms to 148ms. Figs. 5 and 6 summarize the data about rate of bandwidth utilization and average increase of transmission delay (RTT). To compare performance with our methods, we also show the evaluation result of consumer-driven approach mechanism that controls Interest packet rate with AIMD in the same manner. From Figs. 5 and 6, we can see that transmission with our mechanism shows better throughput and lower latency regardless of the network delay. Meanwhile, in the case of AIMD, it cannot satisfy both of the above performances at the same time.

![Fig. 4 Bandwidth estimation and average RTT](image)

(n=1, $BW_{R1,R2}=10$Mbps, $D_{R1,R2}=8$ms)

![Fig. 5 Network bandwidth efficiency](image)

(n=1, $BW_{R1,R2}=10$Mbps)

![Fig. 6 Average increase of transmission latency](image)

(n=1, $BW_{R1,R2}=10$Mbps)

4.2. Adaptability

We evaluated the adaptability of our rate control algorithm to bandwidth variation on the topology shown in Fig. 3. In order to verify the adaptability, the characteristic of the bandwidth estimation and the variation of transmission latency are evaluated with changing the bandwidth of the bottleneck link ($BW_{R1-R2}$) simply at a point of time.

Fig. 7 is the results of bandwidth estimation and average RTT in each $P$ when $BW_{R1-R2}$ is changed from 10Mbps to 5Mbps. This figure shows that our mechanism rapidly decreases the estimated rate in response to the sudden increase of the average RTT when network bandwidth is decreased. As a result, the average RTT becomes the stable condition. In this way, our mechanism adapts the rate to decreasing network bandwidth if it varies drastically. Next, we evaluate the adaptability if $D_{R1-R2}$ is varied from 3ms to 148ms. Fig. 8 summarizes the convergence time which indicates that the estimated rate is under the decreased network bandwidth. This result is average in five times simulation that was varied the time to decrease network bandwidth. From Fig. 8, in the case of our proposal, the trend of the convergence time is almost the same. In the case of AIMD, it dynamically decreases the window size, when it detects congestion. As a result, the convergence time is shorter than in our proposal.

![Fig. 7 Bandwidth estimation and average RTT](image)

(n=1, $BW_{R1,R2}=10$Mbps to 5Mbps, $D_{R1,R2}=8$ms)

![Fig. 8 Convergence time](image)

(n=1, $BW_{R1,R2}=10$Mbps to 5Mbps)
Fig. 9 is the bandwidth estimation and average RTT in each \( P \) when \( BW_{R1,R2} \) is changed from 5Mbps to 10Mbps. From Fig. 9, we can see that our mechanism increases the estimated rate gradually without increasing average RTT, and then our mechanism adapts it to increased network bandwidth. Next, we evaluate (as above) if \( D_{R1,R2} \) is varied from 3ms to 148ms. Fig. 10 summarizes the convergence time, which indicates that the estimated rate increases to near the increased network bandwidth. This result is average in five times simulation that was varied the time to increase network bandwidth. From Fig. 10, in the case of our proposal, the trend of the convergence time is almost the same. In the case of AIMD, the convergence time is shorter than in our proposal when the network delay is short-range, because AIMD increases the rate aggressively than in our proposal. However, the convergence time becomes longer than in our proposal when the network delay is long-range (e.g., more than 100ms).

4.3. RTT Fairness

We evaluated the RTT Fairness on the topology shown in Fig. 3. Fig. 11 is the results of estimated bandwidth on each consumer node, with \( n=4, BW_{R1,R2}=10\text{Mbps}, D_{R1,R2}=8\text{ms} \). This result shows that the algorithm effectively and fairly estimates its available bandwidth. In this way, when each publisher-consumer node pair has the same link delay in Fig. 3, each consumer node can get throughput fairly.

The next evaluation compares the throughput of consumer nodes – whether the link delay between the Router2 and each consumer node is the same or not, as in Fig. 3. Fig. 12 is the histogram of average throughput for each consumer node in 60 seconds, when \( n=32, BW_{R1,R2}=100\text{Mbps}, D_{R1,R2}=8\text{ms} \) and all \( D_{R2,Cn}=1\text{ms} \). Fig. 13 shows average throughput where each \( D_{R2,Cn} \) varies based on the number of nodes, i.e., \( 5(n-1)+1[\text{ms}] \). To compare the performance, we also show an evaluation results of AIMD in the same manner. From Fig. 13, in the case of AIMD, throughput of each consumer node is widely dispersed when each \( D_{R2,Cn} \) is different, which indicates that a mechanism based on AIMD cannot provide RTT Fairness. On the other hand, these results show that our proposed mechanism sufficiently provides RTT Fairness.
4.4. Effectiveness for source variation

We evaluated the effectiveness of the source variation on the topology shown in Fig. 1. In this simulation, we assume that each consumer node (C1, C2 and C3) simultaneously start to send Interest packets for same Data packet which is generated by a publisher node as shown in Fig. 1(a). In order to generate the source variation simply, C2 stops sending Interest packets while receiving Data packet as shown in Fig. 1(c). After C2 stop sending Interest packet, the source of Data packets for C3 shifts from Router2 to Router1, and then the RTT which is measured on C3 becomes long than in Fig. 1(a). Fig. 14 shows the throughput of both our mechanism and AIMD on C3, when all links are same bandwidth (=10Mbps) and same delay (=10ms). C2 stops sending Interest packet at 30 seconds. This results shows our mechanism can keep good throughput regardless of the source variation. This is because our proposal identifies the source variation, and estimates available bandwidth correctly. On the other hand, the throughput of AIMD significantly decreases after source variation. This is because the throughput of AIMD decreases according to increase of network delay.

4.5. Consideration

In this section, we evaluated proposal transport mechanism and AIMD as comparative method. For real-time video streaming, the important point is keeping not only low latency transmission but also good throughput which directly affects the video quality. Our mechanism keeps better throughput and lower latency than in AIMD, regardless of the network delay. We also show our mechanism identifies the source variation, and estimates available bandwidth correctly. Furthermore, our mechanism fairly shares the network bandwidth among several competing consumer nodes, regardless of delay of their network path. In the same situation, AIMD cannot share the network bandwidth fairly, because throughput of AIMD significantly affected by the delay of their network path.

On the other hand, AIMD can adapt to network bandwidth change immediately than in our mechanism. As described in section 3.4, our mechanism can improve the adaptability by modifying the algorithm parameters. However, we think excessive adaptability is undesirable for video streaming applications [25].

5. Conclusion and Future work

For real-time video streaming in NDN, this paper focused on low-latency transmission, maintaining available best throughput, and considered unexpected RTT valuation, RTT Fairness (which indicates sharing network bandwidth fairly in a bottleneck link regardless of network delay between publisher node and consumer node). In order to realize these objectives, we proposed consumer-driven adaptive rate control with a bandwidth estimation method that uses average RTT in short periods instead of smoothed RTT. This mechanism has advantages for its easy deployment and scalability for growth of network traffic, because it does not require any router supports. To show effects for real-time video streaming, we evaluated it and AIMD with the network simulator. The simulation results showed that our mechanism works well for estimating available bandwidth while maintaining good throughput, low-latency, and RTT Fairness, which is important in NDN because RTT would be easily changed based on the cached content availability on its path. On the other hand, AIMD cannot maintain good throughput and low-latency at the same time, regardless of the network delay. In addition, it cannot provide RTT Fairness. This is because that
AIMD algorithm cannot obtain good throughput in long network delay environment essentially.
For our future work, we plan to explore the adaption for multi-path and multi-interface situations in a heterogeneous network.
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